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ABSTRACT: Cloud computing has become popular due to its attractive features. In the cloud computing environment, load balancing is one of the important issues, with great increase in the users and their requirements for different services on the cloud computing platform, efficient usage of resources in the cloud environment is very important. An efficient load balancing algorithm ensures efficient resource utilization by providing resources to user’s on-demand in pay-per-use manner. Load Balancing uses scheduling for prioritizing users. The performance indicators of load balancing algorithms in cloud are response time and waiting time. In this paper, we aim to provide a structured and comprehensive overview of the research on load balancing algorithms in cloud computing.
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1. INTRODUCTION

Cloud Computing is Internet-based computing, where resources, software and information are shared to computers and other devices on-demand. Cloud computing is one of the popular technologies adopted by both industry and academia, which provides a flexible and efficient method to store and access files. Cloud provides a facility for users to access information at any time and from anywhere. It is not required for the user to be in the same location as the hardware that stores data. When the user has the internet connection they can access the services of the cloud. It delivers all the services dynamically through the internet according to the user requirements.

Cloud computing environment consists of two components: the front end and the back end connected through a virtual network or the internet. The front end is visible to the user (client). It consists of interfaces and applications that are required to access the cloud computing platforms. The back end represents a service provider. It consists of interfaces and applications that are required to access the cloud computing platforms. Cloud services are categorized into these types.

a. Infrastructure as a Service (IaaS): It provides access to computing resources in a virtualized environment. Users use the fundamental computing resources like processing, storage, networking etc. Example: Google Compute Engine, Windows Azure.

b. Platform as a Service (PaaS): Users can hire programming and infrastructure tools provided by the vendors to develop and run the applications. Examples: Google App Engine, Windows Azure.

c. Software as a Service (SaaS): It is a software distribution model in which Users can use the software provided by the vendors. Examples: Google Apps, Microsoft Office 365.

The deployment model defines the type of access provided to the cloud user. Cloud provides four deployment models:

a. Public Cloud: Public Cloud allows systems and services to be easily accessible to general public. The IT giants such as Google, Amazon and Microsoft offer cloud services via Internet.

b. Private Cloud: Private Cloud allows systems and services to be accessible within an organization. The Private Cloud is operated only within a single organization.

c. Community Cloud: Community cloud allows system and services to be accessible by group of organizations. It shares the infrastructure between several organizations from a specific community.
d. Hybrid Cloud: Hybrid Cloud is a mixture of public and private cloud. Non-critical activities are performed using public cloud while the critical activities are performed using private cloud.

**Virtualization** In context of cloud computing the virtualization is very worthwhile concept. Virtualization is like “something that is not real” but provides all the facilities that are of real world. This is a software implementation of computer on which different programs can be executed as in the real machine. Virtualization is a part of cloud computing, because different services of cloud can be used by user. All these different services are provided to end user by remote datacenters with full virtualization or partial virtualization manner. There are two types of virtualization which are available and it is described below.

- **Full Virtualization**: In full virtualization the entire installation of one system is done on other system. Due to this all the software that are present in actual server will also available in virtual system and also sharing of computer system among multiple users and emulating hardware located on different systems are possible.

- **Para Virtualization**: In para virtualization, multiple operating systems are allowed to run on a single system by using system resources like memory and the processor (VMware software). Here complete services are not fully available, but partial services are provided. Disaster recovery, migration and capacity management are some salient features of Para virtualization.

2. **LOAD BALANCING**

Load balancing is the process of assigning the total load to the individual nodes of the distributed system to do the work faster and efficient utilization of the resources by avoiding a situation where some of the nodes are heavily loaded while other nodes are doing little work or being idle. Load balancing makes sure that all the nodes in the network will perform approximately equal amount of work. The main objectives of cloud are to reduce cost, enhance response time, provide better performance; hence Cloud is also called a pool of services [1].

Load has various types like, CPU load, network load, memory capacity issue etc. In the context of cloud computing, load balancing is to share load of virtual machines across all nodes (end user devices) to improve resources, service utilization and provides high satisfaction to users. Due to load sharing, every node can work efficiently; data can be received and sent without delay. The process of load balancing is given in figure1. A load balancer receives tasks from different clients and it takes a decision to transfer the job to the remote server for load balancing.

![Figure 1. Process of load balancing](image-url)
2.1 Need of Load Balancing in Cloud Computing

The main concentration of load balancing in the cloud environment is distributing the load dynamically among the nodes in order to achieve maximum resource utilization and make sure that all the nodes will have the approximate load. An ideal load balancing algorithm helps in making use of the available resources most efficiently, by ensuring no node is over loaded or under loaded. Goals of load balancing involve [3]:

1. Optimum resource utilization
2. Maximum throughput
3. Maximum response time
4. Avoiding overload

2.2 Metrics for Load balancing

Various parameters are considered in the existing load balancing algorithms

a. Resource Utilization: This parameter is used to check the utilization of resources. An efficient load balancing algorithm the resource utilization must be optimum.

b. Performance: An efficient load balancing algorithm must have high performance.

c. Scalability: The ability of an algorithm to balance the load of the system with a finite number of nodes. This metric should be improved.

d. Throughput: It represents the number of tasks whose execution is completed. For better performance throughput must be high.

e. Response time: It is the amount of time a particular load balancing algorithm takes to respond in a distributed system.

f. Overhead associated: It determines the overhead involved while implementing a load balancing algorithm. The movement cost, inter process communication are the causes for overhead.

3. Existing Load Balancing Algorithms

There are many methods [1],[3],[4],[5] to balance the load in cloud computing are available. Some of them are presented in this paper. The algorithms are divided into two types based on the current system state and base on who initiated the process as shown in figure 2.
Based on the initiator of the process load balancing algorithms are further classified into three types.

a. Sender Initiated: In this sender identifies that nodes are over loaded, so it initiates the execution of load balancing algorithm

b. Receiver Initiated: If any imbalances in load is identified by the receiver/server in cloud then the server initiates the execution of load balancing algorithm.

c. Symmetric: It is a combination of both sender initiated and receiver initiated algorithms.

Based on the current state of the system load balancing algorithms are classified into static and dynamic algorithms

3.1 Static Algorithms: The static algorithm does not consider the current state of the node. In static algorithms takes decision about load balancing at compile time. All the nodes and their properties are known in advance, the algorithm works based on this previous information. While distributing the load a static algorithm does not use the system information and is less complex. These algorithms work properly in a system with low variation of load.

a. Round robin algorithm [6]: It uses the principle of time slices. Here time is divided into slices and each node is given a time interval, in which the node has to perform the task. If the processing is not completed within the time quantum, it has to wait for the next slot.

b. Min-Min algorithm [2]: In this algorithm first the minimum completion time of all the nodes is calculated. A task with minimum completion time is selected and assigned to the corresponding node. This process is repeated until all the tasks are assigned to the nodes.

c. Max-Min algorithm [2]: It a static algorithm, in this first minimum completion time of all the tasks is calculated and a task with maximum completion time is selected and it is assigned to the corresponding node.

d. Opportunistic Load balancing algorithm [4]: This algorithm does not calculate the execution time and the current load of the node. It assigns the tasks randomly to the nodes. The task processing takes long time because it does not calculate the execution time of the node.

3.2 Dynamic algorithms: Dynamic algorithm depends on the current state of system. Dynamic algorithm works based on the different properties of the nodes such as network bandwidth and capabilities. It also considers the changes in the state of the nodes dynamically. At any time if a node is having heavy load it is transferred to a node with light load.

a. Ant Colony optimization technique [2]: In this algorithm, when a request is initiated the ant starts its movement in forward direction visiting the nodes one by one and checking whether a node is overloaded or under loaded and records the data. If the ant finds an overloaded node it starts backward movement to the previous under loaded node to share data.

b. Honey Bee Foraging Algorithm [3]: It is a nature inspired decentralized load balancing method that helps to balance the load across heterogeneous nodes of the cloud. In this algorithm first current load of the nodes is calculated then it decides whether the node is over loaded, under loaded or balanced. A task from the heavy loaded node is removed and by considering its priority it is assigned to a lightly loaded node.

c. Biased Random Sampling Algorithm [4]: In this algorithm the network is represented as a virtual graph. The servers are represented as nodes and the in-degree represents the free resources available to the node. On the basis of in-degree the load balancer assigns the tasks to the node. When a task is assigned the in-degree is decremented and it is incremented when the job gets executed.

d. Resource Allocation Scheduling Algorithm (RASA) [5]: In this algorithm first virtual nodes are created. The expected response time is calculated for all the virtual nodes. According to least loaded node criteria, efficient virtual node is found. If the number of resources are odd then Min-Min strategy is applied, otherwise Max-Min strategy is applied.
Table 1. Merits and Demerits of load balancing algorithms

<table>
<thead>
<tr>
<th>Load Balancing Algorithm</th>
<th>Merits</th>
<th>Demerits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static load balancing</td>
<td>Does not consider current state</td>
<td>Do not have the ability to handle more load variations</td>
</tr>
<tr>
<td></td>
<td>Less complex</td>
<td></td>
</tr>
<tr>
<td>Round Robin</td>
<td>Fixed time slice</td>
<td>Larger tasks takes more time for completion</td>
</tr>
<tr>
<td></td>
<td>Better performance for short CPU bursts</td>
<td></td>
</tr>
<tr>
<td>Max-Min</td>
<td>It works better as the requirements are known in prior</td>
<td>Takes long time for task completion</td>
</tr>
<tr>
<td>Min-Min</td>
<td>Smallest completion time</td>
<td>Starvation</td>
</tr>
<tr>
<td></td>
<td>Gives best results for small tasks</td>
<td></td>
</tr>
<tr>
<td>Opportunistic Load Balancing</td>
<td>Improved performance</td>
<td>Takes more time for task completion</td>
</tr>
<tr>
<td></td>
<td>Resource utilization</td>
<td></td>
</tr>
<tr>
<td>Dynamic load balancing</td>
<td>It requires current state of the system</td>
<td>More Complex</td>
</tr>
<tr>
<td></td>
<td>Fault tolerance</td>
<td>Requires constant check of the nodes</td>
</tr>
<tr>
<td>Ant Colony Optimization</td>
<td>Computationally fast</td>
<td>Search takes long time</td>
</tr>
<tr>
<td></td>
<td>Minimizes makespan</td>
<td>Complex</td>
</tr>
<tr>
<td>Honey Bee Foraging</td>
<td>Reduced response time</td>
<td>Low priority load takes more time</td>
</tr>
<tr>
<td></td>
<td>Increases throughput</td>
<td></td>
</tr>
<tr>
<td>Biased Random Sampling</td>
<td>Improved performance</td>
<td>Response time is more</td>
</tr>
<tr>
<td></td>
<td>Improved resource utilization</td>
<td></td>
</tr>
<tr>
<td>Resource Allocation</td>
<td>Increases performance</td>
<td>Less fault tolerance</td>
</tr>
<tr>
<td></td>
<td>Less execution time</td>
<td></td>
</tr>
</tbody>
</table>

4. CONCLUSION

Cloud computing provides many services to the user over the network. Load balancing is the major issue in cloud. Load balancing is required to distribute the dynamic load evenly to all the nodes. Overloading of the system will lead to poor performance. For efficient resource utilization an efficient load balancing algorithm is required. We discussed many metrics for an efficient load balancing algorithm. In this paper we surveyed multiple load balancing algorithms which are already proposed by various researchers.
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